DFA minimization: Double reversal versus split minimization algorithms
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A B S T R A C T

In this paper, we show the relationship between the two most widely used approaches for the minimization of deterministic finite automata: minimization by split of partitions and minimization by double reversal. Even though the double reversal approach has usually been considered to be unconventional with respect to the more common split approach, we show that any double reversal minimization algorithm can be related to a split minimization algorithm and vice versa.
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1. Introduction

The minimization of deterministic automata is a classic issue in Computer Science that still plays an important role in obtaining efficient solutions for certain problems in fields such as text processing, image analysis, and linguistics.

The minimization of deterministic finite automata (DFA) is based on the computation of Nerode’s equivalence relation for the language that is accepted by the automaton to be minimized. In order to do this, two main approaches have been used. The first approach includes methods that iteratively refine an initial partition that distinguishes final and non-final states [1–3]. Among these algorithms, the algorithm by Hopcroft is of special interest because it is the algorithm that offers the best time complexity (O(n log n), where n stands for the number of states of the input automaton). Recently, Berstel et al. [4] named the operation on which the minimization is based, the split operation. This operation formalizes the set (the splitter) that is used to refine a given partition. Their work in [4] describes the most important of these methods. Note that, for obvious reasons, the splitters are usually obtained taking into account the transition function of the automaton to be minimized. Nevertheless, in order to consider any potential algorithm that uses this approach, we will consider general splitters regardless of how they are obtained.

The second approach is based on Brzozowski’s double reversal algorithm [5], which receives any automaton (regardless of whether or not it is deterministic) and outputs the minimal DFA for the language. Despite the fact that the algorithm has an exponential time complexity in the worst case (even when the input is a DFA), the algorithm has always sparked interest. The implementation of the algorithm is very straightforward and, in essence, alternates reverse operation and determinization operation twice. In other words, for any automaton A, the process can be described as $D(R(D(R(A))))$, 
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where $D$ and $R$ stand for the determinization and reverse operations, respectively. The correctness proof is based on the fact that, for any DFA $A$, the automaton $D(R(A))$ is the minimal DFA for the reverse language of $L(A)$ [5].

Brzozowski’s algorithm can be viewed as a special case within the framework that was recently proposed by Brzozowski and Tamm [6]. In their framework, the first determination of the double reversal algorithm is substituted by any algorithm that returns an atomic automaton that accepts the reverse of the language (instead of the computation of the DFA for the reverse language). Thus, the framework can be summarized as $D(R(\text{Atom}(R(A))))$, where $\text{Atom}$ stands for any process that outputs an atomic automaton. In [6], Brzozowski and Tamm do not propose any algorithm to compute the atomization of an automaton. Recently in [7], we proposed a polynomial-time algorithm that, for any DFA $A$, outputs an atomic automaton that accepts the reverse language of $L(A)$. This implies that, when the problem is restricted to DFA, it is possible to implement the double-reversal minimization of the input automaton in polynomial time.

It is relevant to mention the difficulties that the community has had to connect both approaches to automata minimization. The paper by Champana et al. [8] can be seen as a first attempt to relate Brzozowski’s algorithm with split minimization methods. In their paper, the authors propose an algorithm that computes the first step of Brzozowski’s algorithm (the computation of $D(R(A))$) and takes into account the set of states of the resulting automaton to sequentially split the initial partition of the set of states of $A$. The correctness proof of this algorithm considers that $p$ and $q$ are two equivalent states in $A$ if and only if, for any state $P$ of $D(R(A))$, it holds that $p \in P$ if and only if $q \in P$. Therefore, any split that is carried out using the states of $D(R(A))$ will keep the states $p$ and $q$ as equivalent. Despite its exponential behavior in the worst case, this algorithm is interesting because basically it rewrites Brzozowski’s algorithm within the split paradigm.

In this paper, we show the relationship between the two approaches. To do this, we first consider any possible split minimization algorithm and take into account the sequence of partitions obtained during the minimization process of any input DFA $A$. We prove that this information suffices to obtain an atomic automaton that accepts the reverse of the language $L(A)$. Second, we note that the double reversal approach is determined by the atomic automaton used. Thus, we consider any possible atomic automaton $B$, and we prove that we can obtain a set of splitters (and therefore a sequence of partitions) that allows any DFA $A$ that accepts the reverse of the language $L(B)$ to be minimized.

2. Notation and definitions

Let $\Sigma$ be a finite alphabet and let $\Sigma^*$ be the free monoid generated by $\Sigma$ with concatenation as the internal operation and the empty string $\lambda$ as neutral element. A finite automaton is a 5-tuple $A = (Q, \Sigma, \delta, I, F)$, where $Q$ is a finite set of states, $\Sigma$ is an alphabet, $I \subseteq Q$ is the set of initial states, $F \subseteq Q$ is the set of final states and $\delta : Q \times \Sigma \rightarrow P(Q)$ is the transition function, which can also be seen as $\delta \subseteq (Q \times \Sigma \times Q)$. The transition function can be extended in a natural way to $\Sigma^*$ and $P(Q)$. We will denote the language accepted by an automaton $A = (Q, \Sigma, \delta, I, F)$ with $L(A)$, which is defined as the set of $x \in \Sigma^*$ such that $\delta(I, x) \cap F \neq \emptyset$.

Given an automaton $A = (Q, \Sigma, \delta, I, F)$ and a state $q \in Q$, we define the right language of $q$ (denoted by $L^R_q$) as the language $\{x \in \Sigma^* : \delta(q, x) \cap F \neq \emptyset\}$. In a similar way, we define the left language of a state $q$ (denoted by $L^L_q$) as the language $\{x \in \Sigma^* : q \in \delta(I, x)\}$. When necessary, we will refer to the strings in $L^R_q$ as representatives of the state $q$. We also will consider the natural extension of these languages to $P(Q)$.

Given an automaton $A$, we say that it is accessible if, for each $q \in Q$, there exists a string $x$ such that $q \in \delta(I, x)$. An automaton is called deterministic (DFA) if, for every state $q$ and every symbol $a$, the number of transitions $\delta(q, a)$ is at most one, and it has only one initial state. A DFA is said to be complete whenever the size of the set $\delta(q, a)$ is always one. In the following, we consider only complete and accessible DFA. The minimal DFA for any given regular language $L$ is the DFA with the minimum number of states. We recall that each state of the minimal DFA relates to one class of Nerode’s relation for $L$.

Given an automaton $A = (Q, \Sigma, \delta, I, F)$ that accepts a language $L$, the reverse automaton is defined as the automaton $R(A) = (Q, \Sigma, \delta^{-1}, F, I)$, where $q \in \delta^{-1}(p, a)$ if and only if $p \in \delta(q, a)$. It is known that $L(R(A)) = L^r$, where $L^r$ denotes the reverse language of $L$. For any automaton $A = (Q, \Sigma, \delta, I, F)$, it is known that the automaton $A' = (2^Q, \Sigma, \delta', I, F')$, where $F' = \{P \in 2^Q : P \cap F \neq \emptyset\}$, and $\delta'(P, a) = \bigcup_{p \in P} \delta(p, a)$, is a DFA that is equivalent to $A$. Let us denote the accessible version of $A'$ by $D(A)$.

Given a regular language $L$ over $\Sigma$, the (left) quotient of $L$ by a string $u$ is defined as the language $u^{-1}L = \{v \in \Sigma^* : uv \in L\}$. It is well known that, by Nerode’s theorem, the set of quotients of a regular language is finite; let us denote this set with $\{L_1, L_2, \ldots, L_n\}$. In [6], Brzozowski and Tamm consider this set to define an atom $A$ of $L$ as any of the nonempty languages of the form $L_1 \cap L_2 \cap \ldots \cap L_n$, where $L_i$ (which we will refer to as a literal) is either $L_i$ or $L_i^c$.

In the same work, Brzozowski and Tamm define the atomaton of a given language $L$ as the automaton in which each state represents an atom of $L$. For any DFA $A$ the atomaton for $L(A)$ can be obtained by computing $R(D(R(A)))$. In the same way, an NFA is atomic if the right language of each of its states is a union of atoms. Let us also recall that in [6], Brzozowski and Tamm also prove that an automaton $A$ is atomic if and only if $D(R(A))$ is the minimal DFA for the language $L(A)^r$. Note that this implies that any DFA is also atomic because $D(R(D(R(A))))$ is the minimal DFA for $L(A)$ according to Brzozowski’s algorithm. Also note that any DFA $A$ is atomic because, for any state $q$ of $A$, the language $L^A_q$ is a quotient and can therefore be obtained by union of the atoms that include the corresponding quotient uncomplemented. This will be important in proving our results, especially the correctness of Algorithm 3.1.
A partition $\pi$ of a set $Q$ is a set $\{P_1, P_2, \ldots, P_k\}$ of pairwise disjoint non-empty subsets of $Q$ such that $Q = \bigcup_{1 \leq i \leq k} P_i$. We refer to those subsets as blocks, and we denote the block of $\pi$ that contains $p$ by $B(p, \pi)$. A partition $\pi$ is refined by $\pi'$ ($\pi$ is coarser than $\pi'$) if each block in $\pi'$ is contained in some block in $\pi$. We denote this as $\pi \geq \pi'$.

Given a DFA $A = (Q, \Sigma, \delta, q_0, F)$ and a partition $\pi$ over $Q$, we define the quotient automaton $A/\pi = (\pi, \Sigma, \delta', B(q_0, \pi), F')$, where $F' = \{P_i \in \pi : P \cap F \neq \emptyset\}$ and $P_j \delta'(P_i, a)$ if there exist two states $p \in P_i, q \in P_j$ such that $\delta(p, a) = q$.

Given a DFA $A = (Q, \Sigma, \delta, q_0, F)$, we are interested in the sequences of partitions $(\pi_1 = \{F, Q - F\}, \pi_2, \ldots, \pi_k)$ of $Q$ that fulfill that $\pi_i/\pi_i$ is the minimal DFA for $L(A)$ and such that $\pi_i \geq \pi_{i+1}$ for each $1 \leq i < k$. We will call such a sequence a convergent sequence of partitions (for the automaton $A$).

Let us note that, given a DFA $A = (Q, \Sigma, \delta, q_0, F)$ and a convergent sequence of partitions $\mathcal{P} = \{\pi_1, \pi_2, \ldots, \pi_k\}$ for $A$, it holds that each block $P$ in the sequence of partitions $\mathcal{P}$ is the union of some blocks of $\pi_k$ (if it were not, then the sequence of partitions $\mathcal{P}$ would not be convergent).

Let $\pi_1$ and $\pi_2$ be two partitions of $Q$, and let us denote the coarsest partition that refines both $\pi_1$ and $\pi_2$ by $\pi_1 \wedge \pi_2$. The blocks of this partition are the non-empty sets in $P_1 \cap P_2$, where $P_1 \in \pi_1$ and $P_2 \in \pi_2$.

Note that the algorithms that solve the minimization of an automaton by the successive refinement of its set of states, in essence, take into account the transition function in order to obtain a set (of states) that allows such a refinement. In order to unify the notation, in [4], the authors propose the notion of splitter. Thus, for any given DFA $A = (Q, \Sigma, \delta, q_0, F)$, any $P, R \subseteq Q$, and $a \in \Sigma$, the authors define a splitter as the set $\delta^{-1}(P, a)$, which allows the split of the set $R$ into the sets $R' = \delta^{-1}(P, a) \cap R$ and $R'' = R - R'$. The result of the split is denoted $(P, a)R$. Whenever $\delta^{-1}(P, a) \cap R = \emptyset$ or $\delta^{-1}(P, a) \cap R = R$, it is said that the splitter $\delta^{-1}(P, a)$ does not split $R$ which is denoted with $(P, a)R = R$.

We extend this notation in order to consider splitters that may be obtained by any other processes. Thus, for any given sets such that $P, R \subseteq Q$, we will denote the split of the set $R$ into the sets $P \cap R$ and $R - P$ as $(P)R$, and we will say that the splitter $(P)$ splits the set $R$ whenever both $P \cap R$ and $R - P$ are non-empty.

3. From split to double reversal minimization algorithms

Given a regular language $L$ and any DFA $A$ such that $L(A) = L$, we consider any minimization algorithm that refines the initial partition of states of the automaton by successive split (for instance, [2,1]). We do not restrict the procedures that any algorithm may use to split any given partition.

In order to prove the relationship between the two minimization approaches, we first propose Algorithm 3.1. This algorithm, for any given DFA $A$ and using any convergent sequence of partitions obtained by any split minimization algorithm, outputs an atomic automaton $B$ such that $L(B) = L(A)'$. The algorithm builds an automaton that initially considers each block $P$ in the convergent sequence of partitions provided as a state (note that $P \subseteq Q_A$). Then, the algorithm iterates over the sequence of partitions and considers any state $P$ in the current partition such that, for some $a \in \Sigma$, $\delta_B(P, a)$ is undefined. In those cases, if $\delta^{-1}_A(P, a)$ can be covered using the blocks in the next partition, then a transition is added from $P$ into $B$ using the symbol $a$ to each one of these blocks. The final partition is used to define any undefined transition that may remain. Example 1 illustrates the behavior of the proposed algorithm.

Example 1. Let us consider the DFA in Fig. 1 and the following convergent sequence of partitions:

$$\begin{align*}
\pi_1 &= \{\{1, 2, 3, 4, 7\}, \{5, 6\}\} \\
\pi_2 &= \{\{1, 2, 7\}, \{3, 4\}, \{5, 6\}\} \\
\pi_3 &= \{\{1, 2\}, \{3, 4\}, \{5, 6\}, \{7\}\} \\
\pi_4 &= \{\{1, 2\}, \{3\}, \{4\}, \{5, 6\}, \{7\}\}
\end{align*}$$

Initially, the algorithm obtains the set of states as well as the sets of initial and final states. These sets are shown below.

$$\begin{align*}
Q &= \{\{1, 2, 3, 4, 7\}, \{5, 6\}, \{1, 2, 7\}, \{3, 4\}, \{1, 2\}, \{7\}, \{3\}, \{4\}\} \\
F &= \{\{1, 2, 3, 4, 7\}, \{1, 2, 7\}, \{3\}\} \\
I &= \{\{5, 6\}\}
\end{align*}$$
Algorithm 3.1 Algorithm to obtain an atomic automaton from a convergent sequence of partitions.

Input: A DFA $A = (Q_A, \Sigma, \delta_A, q_0, F_A)$
Input: A convergent sequence of partitions $\mathcal{P} = \langle \pi_1, \pi_2, \ldots, \pi_n \rangle$ of $Q_A$
Output: An atomic automaton $B = (Q_B, \Sigma, \delta_B, I, F_B)$ that accepts $L(A)$

1: Method
2: $Q_B = \bigcup_{i=1}^{n} \pi_i$ // the set of the different blocks in any partition of $\mathcal{P}$
3: $I = \{ F_A \}$
4: $F_B = \{ p \in Q_B : q_0 \in p \}$
5: $\delta_B = \emptyset$
6: for $i = 1$ to $n-1$ do
7:   for each $a \in \Sigma$ and every block $p \in \pi_i$ do
8:     if $\delta_B(p, a)$ is undefined and $\delta_A^{-1}(p, a)$ can be covered using the blocks in $\pi_{i+1}$ then
9:       Let $P$ be the cover of $\delta_A^{-1}(p, a)$ using the blocks in $\pi_{i+1}$
10:      for each block $P' \in P$ do
11:         Add the transition $(P, a, P')$ to $\delta_B$
12:      end for
13:   end if
14: end for
15: end for
16: for each $p \in Q_B$ and $a \in \Sigma$ such that $\delta_B(p, a)$ is undefined do
17:   Let $P$ be the cover of $\delta_A^{-1}(p, a)$ taking into account the blocks in $\pi_0$
18:   for each $P' \in P$ do
19:      Add the transition $(P, a, P')$ to $\delta_B$
20:  end for
21: end for
22: return the accessible version of the automaton $(Q_B, \Sigma, \delta_B, I, F_B)$
23: End Method.

Fig. 2. The automaton obtained once the sequence of partitions has been considered.

The first iteration of the loop at line 6 considers the partition $\pi_1$. Note that: $\delta_A^{-1}((5, 6), a) = \emptyset$ can be discarded; $\delta_A^{-1}((5, 6), b) = (3, 4, 7)$, which cannot be covered using the blocks in $\pi_2$: $\delta_A^{-1}((1, 2, 3, 4, 7), a) = \{1, 2, 3, 4, 5, 6, 7\}$, which can be covered using the blocks $\{1, 2, 7\}$, $\{3, 4\}$, and $\{5, 6\}$; and, finally, $\delta_A^{-1}((1, 2, 3, 4, 7), b) = \{1, 2, 5, 6\}$, which cannot be covered using the blocks in $\pi_2$. When the iteration ends, the following transitions have been added:

$$\delta_B((1, 2, 3, 4, 7), a) = \{(1, 2, 7), \{3, 4\}, \{5, 6\}\}$$

The second iteration of the loop considers the partition $\pi_2$ and processes each block of it. Thus, note that:

- $\delta_2^{-1}((1, 2, 7), a) = \{1, 2, 4, 5, 6\}$, which cannot be covered using the blocks in $\pi_3$.
- $\delta_2^{-1}((1, 2, 7), b) = \emptyset$ and it is discarded.
- $\delta_2^{-1}((3, 4), a) = \{3, 7\}$ and it is not possible to cover using the blocks in $\pi_3$.
- $\delta_2^{-1}((3, 4), b) = \{1, 2, 5, 6\}$, which can be covered using the blocks $\{1, 2\}$ and $\{5, 6\}$ in $\pi_3$. Therefore, the transitions $\delta_B((3, 4), b) = \{(1, 2), \{5, 6\}\}$ are added.
- $\delta_2^{-1}((5, 6), a) = \emptyset$.
- $\delta_2^{-1}((5, 6), b) = \{3, 4\}$, which is covered using the blocks $\{3, 4\}$ and $\{7\}$ in $\pi_3$. Therefore, the algorithm adds the transitions $\delta_B((5, 6), b) = \{(3, 4), \{7\}\}$.

Fig. 2 depicts the automaton once the loop at line 6 ends.

Now, the loop at line 16 traverses the undefined transitions of the automaton, taking into account the blocks in the last partition to cover the remaining transitions. We stress here that the automaton may have some non-accessible states (for
instance, state \{1, 2, 7\} in this example). Once the automaton is complete, the algorithm outputs the accessible version of the automaton. Fig. 3 shows the output for this example.

Let us now recall a remark in [7].

Remark 2. (See Remark 7 in [7].) Let \(M_1\) and \(M_2\) denote unions of atoms. Let us stress that atoms are disjoint sets. Then \(M_1 \cap M_2\) and \(M_1 \cap M_2^c\) (where \(M_2^c\) denotes the complementary language of \(M_2\)) are unions of atoms.

Note that, if \(M_1\) and \(M_2\) denote unions of atoms, then, trivially, the union of \(M_1\) and \(M_2\) is also a union of atoms, and the following result follows:

Remark 3. Let \(\mathcal{M} = \{M_1, M_2, \ldots, M_n\}\) be a set where each \(M_i\) is a union of atoms, then, the elements of the boolean closure of \(\mathcal{M}\) are also unions of atoms.

In Proposition 5, both Remark 3 and Proposition 4 are used to prove that the output of Algorithm 3.1 is an atomic automaton that accepts the reverse language of the input automaton.

Proposition 4. Let \(A = (Q, \Sigma, \delta, q_0, F)\) be a DFA and let \(\mathcal{P} = \{\pi_1, \pi_2, \ldots, \pi_n\}\) be a convergent sequence of partitions for \(A\). Also let \(Q' = \{Q_1, Q_2, \ldots, Q_r\}\) be the set of states of the automaton \(D(R(A))\). It holds that every block \(P\) in \(\mathcal{P}\) belongs to the boolean closure of \(Q'\).

Proof. We first recall that, in [8], Champarnaud et al. base their minimization algorithm on the fact that \(\pi_n\) can be obtained by considering the states in \(Q'\) as splitters. More formally:

\[
\pi_n = \bigwedge_{\forall Q_i \in Q'} (Q_i)\bigwedge Q.
\]

In other words, in any partition \(\pi_k\) in the sequence of partitions, the blocks in \(\pi_k\) can be obtained by performing a finite number of intersection and complementation operations over the elements in \(Q'\). Therefore, the blocks in \(\pi_k\) belong to the boolean closure of \(Q'\).

As we stated in Section 2, if \(\mathcal{P}\) is convergent, then each block \(P\) in the sequence of partitions \(\mathcal{P}\) is the union of some blocks of \(\pi_k\), and, therefore, \(P\) also belongs to the boolean closure of \(Q'\). \(\square\)

Proposition 5. Let \(A = (Q, \Sigma, \delta, q_0, F)\) be a DFA and let \(\mathcal{P} = \{\pi_1, \pi_2, \ldots, \pi_n\}\) be a convergent sequence of partitions for \(A\) such that \(A/\pi_n\) is the minimal DFA for \(L(A)\). Algorithm 3.1 outputs an atomic automaton that accepts \(L(A)^r\).

Proof. We first recall that, as stated in the previous section, the automaton \(D(R(A))\) is atomic because it is deterministic. Therefore, any state in \(D(R(A))\) is a union of atoms.

The states of the automaton output by Algorithm 3.1 are the blocks of the partitions in the convergent sequence \(\mathcal{P}\). By Proposition 4, all these blocks belong to the boolean closure of the set of states of \(D(R(A))\).

Note that the blocks in any partition of the sequence of partitions can be obtained by the union of some blocks in \(\pi_n\) (the final partition is the finer one in the sequence), and therefore, the blocks in the final partition are able to cover any undefined transition (in the loop on line 16 of the algorithm). By Remark 3, each state of the output automaton denotes a union of atoms, and, therefore, it can be concluded that the algorithm obtains an atomic automaton. \(\square\)

Note that, given any DFA \(A\), Algorithm 3.1 and Proposition 5 relate the computation carried out by any split minimization algorithm with the construction of an atomic automaton that accepts \(L(A)^r\). Therefore, Algorithm 3.1 and Proposition 5 also
relate this computation with any double reversal minimization algorithm. Please note that the minimization is granted by the following proposition, due to Brzozowski and Tamm.

**Proposition 6.** (See Corollary 2 in [6].) B is an atomic automaton if and only if $D(R(B))$ is the minimal DFA for $L(B)'.$

4. From double reversal to split minimization algorithms

In this section, we show that for any given DFA $A$, and using any atomic automaton for the language $L(A)'$, it is possible to obtain a set of splitters that allow to minimize $A$.

Note that the splitters obtained allow convergent sequences of partitions to be built, where each one of the sequences does not necessarily have to be related to a known split minimization algorithm. Similarly to what we did in Section 3, in order to use the most general conditions possible, we assume that the input can be any atomic automaton of $L'$ and we propose a procedure that obtains a sequence of partitions that minimizes any input DFA that accepts $L$.

Given any DFA $A$ and an atomic automaton $B$ that accepts $L(A)'$, **Algorithm 4.1** proposes a method that obtains a sequence of splitters that allows $A$ to be minimized. The algorithm chooses a string $x$ in $L_A^A$ for each state $q$ in $A$. These strings are used to label each state in the atomic automaton with a subset of $Q_A$. These sets are considered to be as the splitters in order to obtain the minimal DFA for $L(A)$. **Example 7** illustrates the behavior of the proposed algorithm.

**Algorithm 4.1 Algorithm to obtain a set of splitters from an atomic automaton.**

Input: A DFA $A = (Q_A, \Sigma, \delta_A, q_0, F_A)$

Input: An atomic automaton $B = (Q_B, \Sigma, \delta_B, I_B, F_B)$ that accepts $L(A)'$

Output: A set of splitters $S = P_1, P_2, \ldots, P_n$ such that $\bigwedge_{P_i \in S}(P_i)Q_A$ is the partition corresponding to the minimal DFA for $L(A)$

1: Method
2: $W = \emptyset$
3: for each $p \in Q_A$ do
4: Append to $W$ the pair $(p, u)$ where $u$ is the first string in canonical order such that $\delta_A(q_0, u) = p$
5: end for
6: Let $S$ be an empty array indexed by $Q_B$
7: for each $(p, u) \in W$ do
8: for each $q \in \delta_B^{-1}(F_B, u)$ do
9: Append $p$ to $S[q]$
10: end for
11: end for
12: return $S$
13: End Method.

**Example 7.** Let $A$ be the DFA in **Fig. 1** and let $B$ be the atomic automaton shown in **Fig. 4**. Note that $L(B) = L(A)'.$

The algorithm first stores pairs in $W$. Each of these pairs relates a state in $A$ with the first string in canonical order that reach that state in $A$. These strings are shown below.

$W = \{(1, \lambda), (2, a), (3, b), (4, ba), (5, bb), (6, bab), (7, bba)\}$

The algorithm then processes the pairs in $W$ and relates the state $p$ to each state in $\delta_B^{-1}(F_B, u)$, where $(p, u) \in W$. For instance, note that $\delta_B^{-1}(F_B, bb) = \{A\}$; therefore, $S[A]$ will contain the state $5 \in Q_A$ (note that the pair $(5, bb) \in W$). **Table 1** shows the whole set of relations.
Finally, the algorithm outputs the set \( S \). Although it is not explicitly stated in the algorithm, let us show that the sets stored in \( S \) allow the partition induced by Nerode’s equivalence relation to be obtained. Actually, note that the order in which the splitters are considered may lead to different sequences of partitions, but always with the same result. For instance:

\[
\pi_1 = ([1, 2, 4]) | Q_A = \{[1, 2, 4], [3, 5, 6, 7] \}
\]

\[
\pi_2 = \pi_1 \wedge ([5, 6]) | Q = \{[1, 2, 4], [3, 5, 6, 7] \} \wedge \{[1, 2, 3, 4, 7], [5, 6] \} = \{[1, 2, 4], [3, 7], [5, 6] \}
\]

\[
\pi_3 = \pi_2 \wedge ([7]) | Q = \{[1, 2, 4], [3], [5, 6], [7] \}
\]

\[
\pi_4 = \pi_3 \wedge ([3, 4]) | Q = \{[1, 2], [3], [4], [5, 6], [7] \}
\]

Also note that the consideration of the remaining splitters does not modify the partition, which is the same that is induced by Nerode’s equivalence relation.

The proof of correctness of the algorithm takes into account that the left language of every state of \( R(B) \) is a union of classes of Nerode’s equivalence for the language \( L(B)^f = L(A) \). **Proposition 8** and Corollary 9 are helpful in proving the correctness of the algorithm in **Proposition 10**.

**Proposition 8.** Let \( A = (Q, \Sigma, \delta, I, F) \) be an automaton. It holds that \( D(A) \) is the minimal DFA for \( L(A) \) if and only if, for every state \( q \) of \( A \), the language \( L_q^A \) is a union of classes of Nerode’s equivalence for the language \( L(A) \).

**Proof.** On the one hand, let us suppose the contrary; thus, for some class \( [x] \) of \( L(A) \) there would be two strings \( u \) and \( v \) in the class \( [x] \) and a state \( p \) in \( A \) such that \( p \in \delta(I, u) \) and \( p \notin \delta(I, v) \). Therefore, in \( D(A) \), two strings in the same class would go to different states, which is a contradiction because \( D(A) \) is minimal.

On the other hand, note that if the left languages of the states of \( A \) are unions of classes of Nerode’s equivalence, then, for any given class \( [x] \), every string in the class \( [x] \) reaches the same set of states, and, therefore, \( D(A) \) is minimal.

**Corollary 9.** Let \( B = (Q, \Sigma, \delta, I, F) \) be an atomic automaton. Then \( R(B) \) is such that the left language of each state is a union of classes of Nerode’s equivalence for the language \( L(B)^f \).

**Proof.** Note that, taking into account that \( D(R(B)) \) is the minimal DFA for \( L(B)^f \) (**Proposition 6**), it is a direct consequence of **Proposition 8**.

**Proposition 10.** Let \( A = (Q_A, \Sigma, \delta_A, q_0, F_A) \) be a DFA and let \( B = (Q_B, \Sigma, \delta_B, I, F_B) \) be an atomic automaton such that \( L(B) = L(A)^f \). **Algorithm 4.1** outputs a set of splitters that allow the minimal DFA for \( L(A) \) to be obtained.

**Proof.** Let us note that the left language of every state in \( A \) represents a fraction of a class of Nerode’s equivalence. Let us also note that \( B \) is atomic and, by **Corollary 9**, the left language of each state in \( R(B) \) is a union of classes of Nerode’s equivalence relation on \( L(A) \).

We first note that, if \( p \) and \( q \) in \( Q_A \) are equivalent and \( x_p \) and \( x_q \) are representative strings of \( p \) and \( q \), then \( x_p \) and \( x_q \) are in the same class of Nerode’s equivalence for \( L(A) \), and therefore \( \delta_R(B)(I_{R(B), q}, x_p) \) is equal to \( \delta_R(B)(I_{R(B), q}, x_q) \) because the left languages of the states in \( R(B) \) are union of Nerode’s equivalence classes for \( L(A) \).

Second, we note that, if \( \delta_R(B)(I_{R(B), q}, x_p) = \delta_R(B)(I_{R(B), q}, x_q) \) then the quotients \( x_p^{-1}L(R(B)) \) and \( x_q^{-1}L(R(B)) \) are equal, and therefore \( x_p \) and \( x_q \) are in the same class of the Nerode’s equivalence relation for \( L(R(B)) = L(A) \), and therefore, due to \( A \) is a DFA, \( x_p \) and \( x_q \) are representative strings of equivalent states.

In other terms, the representatives of two states \( p \) and \( q \) in \( Q_A \) reach the same states in \( R(B) \) if and only if \( \overleftrightarrow{L_p^A} \) and \( \overleftrightarrow{L_q^A} \) are fragments of the same class of Nerode’s equivalence, and this is so if and only if \( p \) and \( q \) are equivalent.

**Algorithm 4.1** relates a set of states \( P \subseteq Q_A \) to each state \( p \in Q_B \) (we use the notation of the algorithm and denote the whole set of subsets of \( Q_A \) related to states in \( B \) as \( S \)). To do so, the loop at line 7 takes into account the first string in canonical order that reaches any state of \( A \) in order to assign to each state in \( Q_B \) a set of states of \( A \) that represents the mentioned above unions of classes of Nerode’s equivalence relation.

Therefore, if \( p \) and \( q \) in \( Q_A \) are equivalent, then, for any \( P \in S \), it holds that \( p \in P \) if and only if \( q \in P \). If \( p \) and \( q \) are not equivalent, then there is a set \( P \in S \) such that \( p \in S \) and \( q \notin S \). This implies that \( S \) is a valid set of splitters.

<table>
<thead>
<tr>
<th>( Q_A )</th>
<th>( A )</th>
<th>( B )</th>
<th>( C )</th>
<th>( D )</th>
<th>( E )</th>
<th>( F )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S )</td>
<td>{5, 6}</td>
<td>{3}</td>
<td>{7}</td>
<td>{3, 4}</td>
<td>{1, 2}</td>
<td>{1, 2, 4}</td>
</tr>
</tbody>
</table>

---

**Table 1**

Table found by **Algorithm 4.1** between the states of the automata in Figs. 1 and 4.
In this section, for any given DFA $A$, Algorithm 4.1 and Proposition 10 relate the computation carried out by a double reversal minimization algorithm (regardless of how the atomic automaton is obtained) to the minimization of $A$ using a split minimization algorithm. This result completes the result in Section 3 and shows the relationship between the two minimization approaches.

5. Conclusions

The minimization of DFA are usually tackled using two different approaches that are traditionally considered to be unrelated. The first approach includes methods that iteratively refine an initial partition that distinguishes final and non-final states. These methods have recently been described in a unified way by Berstel et al. [4]. The second approach is represented by the method first proposed by Brzozowski [5] and recently extended by Brzozowski and Tamm [6].

The paper by Champarnaud et al. [8] can be viewed as a first attempt to relate Brzozowski’s algorithm to split minimization methods. In our work, we clarify the relationship between the two approaches. To do this, we consider both any convergent sequence of partitions (and therefore any potential split minimization algorithm) and any method that obtains an atomic automaton (and therefore any generic double reversal algorithm according to [6]). We provide methods to transform any set of splitters into an atomic automaton and vice versa, thus showing the relationship between the two approaches.
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