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\textbf{A B S T R A C T}

The aim of this paper is to develop a new algorithm that, with a complete sample as input, identifies the family of regular languages by means of nondeterministic finite automata. It is a state-merging algorithm. One of its main features is that the convergence (which is proved) is achieved independently from the order in which the states are merged, that is, the merging of states may be done “randomly”.
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\textbf{1. Introduction}

Grammatical inference is the discipline that deals with learning finite models that represent a formal language\(L\) either from positive data (a sequence of the words of\(L\)) or from a complete presentation (a sequence of words that are labeled according to their membership in\(L\)).

We restrict the learning task to the family of regular languages. As stated by Gold\textsuperscript{[11,12]}, there are two problems: this family cannot be learned using positive samples only, and finding the minimal deterministic finite automaton (\textit{DFA}) that is consistent with a complete presentation is a NP-complete problem.

Gold\textsuperscript{[11]} made the first attempt to deal with the task of learning regular languages. His algorithm used a table to determine\textit{ distinguishable states} and to establish the transitions between them. The first inference algorithm that used the merging of states as a way of generalizing the input sample is the \textit{RPNI}\textsuperscript{[17]}. The possible merges are done in lexicographical order of the states of the prefix tree acceptor (\textit{PTA}) of the sample. The \textit{PTA} is a tree-shaped automaton that only recognizes the exact sample. Under certain conditions of the training sample, \textit{RPNI} converges to the minimum \textit{DFA} that is consistent with that sample. More recently, using the concept of inclusion between the residuals of states, an extension of \textit{RPNI} that enlarges the training set while learning has been proposed in\textsuperscript{[9]}. Since then, several state-merging algorithms have been proposed, in which the merging order can be established by the training data. The first of these was developed in\textsuperscript{[13]} in which the candidate states to be merged are ordered by the number of training samples crossing each state of the \textit{PTA}. This idea was improved by the \textit{EDSM}\textsuperscript{[15]}, which uses a control strategy called blue-fringe in which one of the candidate states to be merged is in the root of a tree. Another attempt to improve the efficiency of this method was made in\textsuperscript{[5]}, where the set of candidates to be merged was limited by a given distance. Since the output of this algorithm was very sensitive to the first merges done, a new measure called shared evidence was proposed in\textsuperscript{[1]} to overcome this difficulty.
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All the above-mentioned algorithms have in common that the output hypotheses are DFAs. More recently, starting with the idea that nondeterministic finite automata are generally smaller descriptions for a language than their equivalent deterministic ones, algorithms that output non deterministic finite automata have been proposed. One of them is the DelLe12 algorithm [8]. It outputs a special type of automaton called RFSA (Residual finite-state automaton). A finite automaton $A = (Q, \Sigma, \delta, I, F)$ is a RFSA if for every $q \in Q$ the language $\{x | \delta(q, x) \cap F \neq \emptyset\}$ is a residual language of $L(A)$. We recall that the residual of a language $L$ with regard to a word $u$, denoted by $u^{-1}L$, is $u^{-1}L = \{v \in \Sigma^* : uv \in L\}$. In [7], a subclass of the class of NFAs called unambiguous finite automata (UFA) is defined. One of the properties of UFA is that the same target language will be achieved independently of the order of the merging of the states. Some algorithms that use the same strategy as RPNI but that output NFAs have also been proposed [2].

While most of the inference algorithms start from the prefix tree acceptor of the sample, an algorithm has recently been proposed in [19] that begins constructing the subautomaton associated with every word of the positive sample.

In this work we propose a state-merging algorithm that, with a universal sample as input, converges to a nondeterministic finite automaton that recognizes the target language, independently of the order in which the states are merged. The concept of universal sample is defined and its finiteness is proved. This algorithm, as is described here is theoretical and is not intended to be used in practice as it is stated. However the concept of universal automaton for a language and some other concepts that have been used to prove its convergence will clarify and simplify ideas about the convergence of previous inference algorithms, as well as of those that may be proposed in the future. Note that even though different orders of merging states may lead to different hypotheses (automata), on convergence, the language accepted by those automata will be the target language.

The article is structured as follows: Section 2 presents some preliminary definitions and the notations used throughout the paper; Section 3 presents the definition of universal sample and some propositions to prove its finiteness. Section 4 presents the algorithm, a proof of its convergence, an example of a run and an experiment that shows the different hypotheses that can be obtained when the algorithm has converged, depending on the order of merging states. Finally, Section 5 presents the conclusions.

2. Definitions and notations

In this section, we will describe some facts about formal languages in order to make the notation understandable to the reader. For further details about the definitions, the reader is referred to [14].

2.1. Languages and automata

Let $A$ be a finite alphabet and $A^*$ the free monoid generated by $A$ with concatenation as the binary operation and $\lambda$ as neutral element. A language $L$ is any subset of $A^*$, the elements $x \in A^*$ are called words.

A (non deterministic) finite automaton (NFA) is a 5-tuple $A = (Q, A, \delta, I, F)$, where $Q$ is a finite set of states, $A$ is an alphabet, $I, F \subseteq Q$ are respectively the set of initial and final states and $\delta : Q \times A \rightarrow 2^Q$ is the transition function, which will also be denoted as $\delta \subseteq Q \times A \times Q$.

Given $P \subseteq Q$ and $a \in A, \delta(P, a) = \cup_{q \in P} \delta(q, a)$. The function $\delta$ is extended to words writing $\delta(P, \lambda) = P$ and $\delta(P, xa) = \delta(\delta(P, x), a)$, for every $a \in A, x \in A^*$. The language accepted by $A$ will be denoted as $L(A)$, that is, $L(A) = \{x \in A^*: \delta(I, x) \cap F \neq \emptyset\}$. Two automata are equivalent if they accept the same language. The left language of a state $q$ with respect to $A$ is $L_q = \{x \in A^*: q \in \delta(I, x)\}$.

A finite automaton $A$ is deterministic if $\text{Card}(I) = 1$ and for every state $q$ and any symbol $a$, $\text{Card}(\delta(q, a)) \leq 1$.

A subautomaton of a non deterministic finite automaton $A = (Q, A, \delta, I, F)$ is any finite automaton $A' = (Q', A, \delta', I', F')$ where $Q' \subseteq Q, I' \subseteq I \cap Q', F' \subseteq F \cap Q'$ and $\delta' \subseteq \delta \cap Q' \times A \times Q'$.

It is easily seen that if $A'$ is a subautomaton of $A$, then $L(A') \subseteq L(A)$.

Given $A = (Q, A, \delta, I, F)$ and $B = (Q', A, \delta', I', F')$, the function $\varphi : Q \rightarrow Q'$ is a homomorphism from $A$ to $B$ if $\varphi(I) \subseteq I', \varphi(F) \subseteq F'$ and $\varphi(\delta(q, a)) \subseteq \delta'(\varphi(q), a)$ for any $q$ in $Q$ and $a$ in $A$. The subautomaton of $B$ induced by $\varphi(Q)$ is denoted as $\varphi(A)$. It follows that $L(A) \subseteq L(\varphi(A)) \subseteq L(B)$.

Let $D \subseteq A^*$ finite. The maximal automaton for $D$ is the NFA $MA(D) = (Q, A, \delta, I, F)$ where $Q = \cup_{x \in D}\{u, v \in A^* : uv = x\}, I = \{(x, \lambda) : x \in D\}, F = \{(x, \lambda) : x \in D\}$ and for $(u, av) \in Q, \delta(u, \varphi(v), a) = (ua, v)$. So defined $L(MA(D)) = D$.

The merge of states $p$ and $q$ in a finite automaton $A = (Q, A^*, \delta, I, F)$ is defined as follows: $\text{merge}(A, p, q) = (\varphi(Q), A, \delta', I', F')$ where $\varphi(p) = p$ and $\varphi(q) = q$, also $I' = \varphi(I), F' = \varphi(F)$ and $(r, a, s) \in \delta$ if and only if $(\varphi(r), a, \varphi(s)) \in \delta'$. It follows that $L(A) \subseteq L(\text{merge}(A, p, q))$. Two states $p$ and $q$ are mergible if $L(\text{merge}(A, p, q)) = L(A)$.

Let $A = (Q, A, \delta, I, F)$ be an automaton and let $\pi$ be a partition of $Q$. Let $B(q, \pi)$ be the class of $\pi$ that contains $q$. The quotient automaton is $A/\pi = (Q', A, \delta', I', F')$, where $Q' = Q/\pi = \{B(q, \pi) : q \in Q\}, I' = \{B(q \in Q' : B \cap I \neq \emptyset\}, F' = \{B \in Q' : B \cap F \neq \emptyset\}$ and the transition function is $B' \subseteq \delta'(B, a)$ if and only if $3q \in B, 3q' \in B' with q' \in \delta(q, a)$.

An automaton $A$ is irreducible if there is no non-trivial partition $\pi$ of its set of states such that $L(A/\pi) \neq L(A)$, that is, if the merging of any pair of states leads to an automaton that recognizes a different language.

Given a language $L$, let $U$ be the set of all the possible intersections of residuals of $L$ with respect to the words over a certain alphabet $A$, that is, $U = \{u_1^{-1}L \cap \cdots \cap u_k^{-1}L : k \geq 0, u_1, \ldots, u_k \in A^*\}$. If $L$ is a regular language, $U$ is finite. The universal automaton (UA) [3,4,6,16,18] for $L$ is defined as $U = (U, A, \delta, I, F)$ with:
Let $L = \{q \in U : q \subseteq L\}$.

Let $F = \{q \in U : \lambda \in q\}$.

The transition function is such that $q \in \delta(p, a)$ iff $q \subseteq a^{-1}p$.

If the number of states of the minimal DFA recognizing $L$ is $n$, the number of states of the $UA$ for $L$ lies between $n$ and $2^n$.

Finally, we recall that the $UA$ for a language $L$ does not have any mergible states [10].

With regard to the universal automaton, we have the following theorem that states that every automaton that recognizes a subset of a language $L$ can be projected into the $UA$ for $L$.

**Theorem 1** ([4,6]). Let $\mathcal{U} = (U, A, \delta, I, F)$ be the universal automaton for $L \subseteq A^*$. Then:

1. $L(\mathcal{U}) = L$.
2. For any automaton $A = (Q, A, \delta_A, I_A, F_A)$ such that $L(A) \subseteq L$, the function $\varphi : Q \rightarrow U$ defined as $\varphi(q) = \bigcap_{u \in q} u^{-1}L$ is an automata homomorphism.

2.2. Grammatical inference

Regular language learning is an important issue of grammatical inference, which is defined as the process of learning an unknown formal language from a finite set of labeled examples.

A positive (resp. negative) sample of $L$ is any finite set $D_+ \subseteq L$ (resp. $D_- \subseteq \overline{L}$). In the case that it contains positive and negative words, it will be denoted as $(D_+, D_-)$ and called a complete sample. A complete presentation of $L \subseteq \Sigma^*$ is a sequence of all the words of $\Sigma^*$ labeled according to their membership to $L$.

An inference algorithm is an algorithm that, on input of any sample, outputs a representation of a language. The algorithm is consistent if the output contains $D_+$ and is disjoint with $D_-$. The type of convergence that we will use in our algorithms was defined by Gold [11,12] and is called identification in the limit. It is a mathematical framework that was proposed to analyze the behavior of different learning tasks in a computational way.

Given a family $\mathcal{L}$ of languages, $\mathcal{H}$ is a set of hypotheses for $\mathcal{L}$ if, for every $L \in \mathcal{L}$, there is $h \in \mathcal{H}$ that describes $L$. For the family of regular languages, $\mathcal{H}$ can be the set of NFAs.

An algorithm $IA$ identifies a class of languages $\mathcal{L}$ by means of hypotheses in $\mathcal{H}$ in the limit if and only if, for any $L \in \mathcal{L}$, and any presentation of $L$ (i.e., a sequence of words of $\Sigma^*$ classified according to their membership to $L$), the infinite sequence of hypotheses output by $IA$ converges to $h \in \mathcal{H}$ such that $L(h) = L$. In other words, there exists $t_0$ such that $(t \geq t_0 \Rightarrow h_t = h_{t_0} \land L(h_{t_0}) = L)$, where $h_t$ denotes the hypothesis output by $IA$ after processing $t$ examples.

Equivalently, $A$ identifies a class of languages $\mathcal{L}$ by means of hypotheses in $\mathcal{H}$ in the limit if there exists, for every $L \in \mathcal{L}$, a pair $(D_+, D_-)$ such that when $A$ is supplied with any pair $(D'_+, D'_-)$ with the condition that $D_+ \subseteq D'_+$ and $D_- \subseteq D'_-$, it outputs the same hypothesis $h \in \mathcal{H}$ for $L$.

The learning algorithm that we propose in this paper is an algorithm in which the generalizing process is based on merging states from a starting automaton. The starting point is the maximal automaton for the positive samples, and the merges are performed under the control of the negative samples.

3. Universal sample

The aim of this section is to define and prove the existence of a finite set of words $D_+ \subseteq L$, for every regular language $L$. This set of words will be called universal sample for $L$. This set has the property that any partition $\pi$ that makes $MA(D_+)/\pi$ irreducible in $L$ defines a subautomaton of $\mathcal{U}$ that accepts exactly $L$ (see Theorem 15).

**Definition 2.** An automaton $A$ is irreducible in a regular language $L$ if and only if $L(A) \subseteq L$ and $L(A/\pi) = L \neq \emptyset$, for any non trivial partition $\pi$ of the states of $A$.

Therefore, an automaton $A$ is irreducible if and only if it is irreducible in $L(A)$. In fact, $A$ is irreducible if and only if there exists a language $L$ such that $A$ is irreducible in $L$.

**Proposition 3 ([10]).** Let $A$ be an automaton accepting $L$, and let $\mathcal{U}$ be the universal automaton of $L$. Let $\varphi$ be the morphism of Theorem 1 that maps $A$ in $\mathcal{U}$. If there exist $k$ states of $A$, $q_1, \ldots, q_k$, such that $\varphi(q_1) = \cdots = \varphi(q_k)$, then the states $q_1, \ldots, q_k$ are mergible.

**Proposition 4.** Let $D_+ \subseteq L$ be finite and let $\pi$ be a partition of the states of $MA(D_+)$ such that $MA(D_+)/\pi$ is irreducible in $L$. Then, $MA(D_+)/\pi$ is isomorphic to a subautomaton of $\mathcal{U}$ (the universal automaton of $L$).

**Proof.** As $MA(D_+)/\pi$ is irreducible in $L$, then $L(MA(D_+)/\pi) \subseteq L$, and this quotient automaton does not have mergible states. Then, by Proposition 3, the morphism $\varphi$ of Theorem 1 is injective. ■

**Definition 5.** Let $A = (Q, A, \delta, I, F)$ be a nondeterministic finite automaton and let $x = a_1a_2 \cdots a_n \in L(A)$. An acceptance path for $x$ in $A$ is a sequence of arcs $\langle (q_1, a_1, q_2), (q_2, a_2, q_3), \ldots, (q_n, a_n, q_{n+1}) \rangle$ with $q_1 \in I$, $q_{n+1} \in F$. 
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Definition 6. Given a path $\mathcal{C} = \langle (q_1, a_1, q_2), (q_2, a_2, q_3), \ldots, (q_n, a_n, q_{n+1}) \rangle$, the subautomaton of $\mathcal{A}$ induced by $\mathcal{C}$ is $\mathcal{A}_\mathcal{C} = (Q', A', \delta', \{q_i\}, \{q_{i+1}\})$, where $Q'$ is the set of distinct states of $q_1, q_2, \ldots, q_{n+1}$ and $\delta'$ is the set of transitions in $\mathcal{C}$.

Definition 7. Given a NFA $\mathcal{A} = (Q, A, \delta, I, F)$ and the collection of subautomata $\{\mathcal{A}_i\}_{i=1}^n$, where $\mathcal{A}_i = (Q_i, A_i, \delta_i, I_i, F_i)$ the juxtaposition of the subautomata is the subautomaton $\mathcal{A}' = (Q', A', \delta', I', F')$ with $Q' = \bigcup_{i=1}^n Q_i$, $I' = \bigcup_{i=1}^n I_i$, $F' = \bigcup_{i=1}^n F_i$ and $\delta'(q, a) = \bigcup_{i=1}^n \delta_i(q, a)$, for every $q \in Q'$ and every $a \in A'$.

From this definition, it is clear that $\bigcup_{i=1}^n L(\mathcal{A}_i) \subseteq L(\mathcal{A}') \subseteq L(\mathcal{A})$.

Let $\mathcal{A}$ be an automaton, let $x \in L(\mathcal{A})$, and let $C_x$ be the set of acceptance paths for $x$ in $\mathcal{A}$. Given $\{x_1, x_2, \ldots, x_n\} \subseteq L(\mathcal{A})$, we can associate a subautomaton $\mathcal{A}_{\{x_1, \ldots, x_n\}}$ to every set $\{x_1, x_2, \ldots, x_n\}$, with $x_i \in C_{x_i}$. This subautomaton $\mathcal{A}_{\{x_1, \ldots, x_n\}}$ is obtained as juxtaposition of the subautomata $\mathcal{A}_{x_i}$ (each of which is associated to one of the paths).

The following example will clarify the previous concepts.

Example 8. Let $L = a^2a^*$. A deterministic automaton for $L$ is depicted in Fig. 1(A), and the universal automaton for $L$ is depicted in Fig. 1(B).

For example, given the words $a^5$ and $a^6$ of $L$, possible accepting paths in the UA of $L$ are: $\{(1, a, 2), (2, a, 3), (3, a, 1), (1, a, 2), (2, a, 3)\}$ for $a^5$, and $\{(1, a, 2), (2, a, 3), (3, a, 2), (2, a, 1), (1, a, 2), (2, a, 3)\}$ for $a^6$. The subautomata of $\mathcal{U}$ induced by those paths and their juxtaposition are shown in Fig. 2.

Definition 9. Let $D_+ = \{x_1, \ldots, x_n\} \subseteq L$. For every $i$, $1 \leq i \leq n$, let $\{c_{i}^{(1)}, \ldots, c_{i}^{(n)}\}$ be the set of all accepting paths for $x_i$, and let $\{A_{i}^{(1)}, \ldots, A_{i}^{(n)}\}$ be the set of their induced subautomata. $D_+$ is a universal sample for $L$ if for every choice $j_i = 1, \ldots, n_i$ with $i = 1, \ldots, n$ the subautomaton of $\mathcal{U}$ obtained by the juxtaposition of the subautomata $A_{j_i}^{(1)}, A_{j_2}^{(2)}, \ldots, A_{j_n}^{(n)}$ recognizes $L$.

Proposition 10. Let $\mathcal{U}$ be the universal automaton for $L$. Let $\mathcal{A}$ be a subautomaton of $\mathcal{U}$ such that $L(\mathcal{A}) = L$, let $x \in L$, let $C = \{c_{1}^{(1)}, \ldots, c_{n}^{(n)}\}$ be the set of all accepting paths for $x$ in $\mathcal{U}$, and let $\{A_{1}^{(1)}, \ldots, A_{n}^{(n)}\}$ be the set of subautomata of $\mathcal{U}$ induced by $C$. The juxtaposition of $\mathcal{A}$ and $A_{j_i}^{(i)}$ for every $1 \leq i \leq n$ accepts $L$.

Proof. The juxtaposition of $\mathcal{A}$ and any $A_{j_i}^{(i)}$ is a subautomaton of $\mathcal{U}$, and thus it accepts a subset of $L$. Since $\mathcal{A}$ accepts $L$, the juxtaposition of $\mathcal{A}$ and $A_{j_i}^{(i)}$ also accepts $L$. \[\blacksquare\]

Proposition 11. For every regular language $L$, there exists a finite universal sample.

Proof. To give a constructive proof, we build a tree whose nodes are subautomata of the UA of $L$ as follows:

- The root of the tree is the empty subautomaton.
- If a node accepts $L$, it has no successors.
- To obtain the successors of a node $\mathcal{A}$ with $L(\mathcal{A}) \neq L$, we choose a word $x$ of $L$ that is not accepted by $\mathcal{A}$. Let $C = \{c_{1}^{(n)}, \ldots, c_{n}^{(n)}\}$ be the set of accepting paths for $x$ in $\mathcal{U}$, and let $\{A_{1}^{(n)}, \ldots, A_{n}^{(n)}\}$ be the set of subautomata of $\mathcal{U}$ induced by $C$. Every automaton obtained as the juxtaposition of $\mathcal{A}$ and $A_{j_i}^{(i)}$, $1 \leq i \leq n$, is a successor of the node $\mathcal{A}$.

The successors of $\mathcal{A}$ in the tree are “bigger” than $\mathcal{A}$, as they may have more arcs and more initial or final states. As $\mathcal{U}$ is finite and the nodes are subautomata of the UA of $L$, it follows that the depth of the tree is finite, and therefore, the number of words necessary to build the tree is a finite set that we call $D_+$. Every leaf-node of the tree that we have built represents a subautomaton of $\mathcal{U}$ that accepts $L$, and every node is obtained using a subset of $D_+$ by Proposition 10. $D_+$ is a universal sample for $L$. \[\blacksquare\]

Proposition 12. Let $D_+$ be a universal sample for a language $L$ and let $x \in L - D_+$. Then $D_+ \cup \{x\}$ is also a universal sample for $L$.

Proof. As $D_+$ is a universal sample, any subautomaton induced by the words of $D_+$ recognizes $L$. By Proposition 10, if we add any word of $L$ the induced subautomata also recognize $L$. Thus, $D_+ \cup \{x\}$ is also a universal sample for $L$. \[\blacksquare\]
Let $L$ be a regular language and let $\mathcal{D}$ be a finite set of states that makes the quotient automaton irreducible and consistent with $\mathcal{L}$ are $\{\{q_0, q_1\}, \{q_2, q_3\}, \{q_4, q_5\}\}$. These automata do not accept, for example, $a^3$.

The accepting paths for the word $a^3$ are shown in Fig. 3; they are $C_{a^3} = \{11123, 11223, 11233, 12123, 12223, 12233, 12323, 12333\}$.

All the subautomata of $\mathcal{U}$ induced by $C_{a^3}$ (except those induced by 12123 and by 12233) accept $L$. The subautomata induced by those paths are shown in Fig. 4. Note that these automata do not accept, for example, $a^5$.

The accepting paths for the word $a^3$ are shown in Fig. 3; they are $C_{a^3} = \{11123, 11223, 12233, 12323, 12333\}$. The subautomata associated to these paths recognize $L$ (see Fig. 5) and their juxtaposition with those subautomata depicted in Fig. 4 also recognize $L$. Therefore, the sample $\{a^3, a^4\}$ is universal for $L$.

In fact, $\{a^5\}$ is universal for $L$. The automaton $\mathcal{M}(a^3)$ is shown in Fig. 6. It is easily seen that the only partitions of its set of states that make the quotient automaton irreducible and consistent with $\mathcal{L}$ are $\{\{q_0, q_1\}, \{q_2, q_3\}, \{q_4, q_5\}\}$, and $\{\{q_0, q_1\}, \{q_2, q_3\}, \{q_4, q_5\}\}$.

Note that $\{q_0, q_2\}, \{q_0, q_4\}$ and $\{q_1, q_2\}$ cannot be in the same block of a partition of $\mathcal{M}(a^3)$ if the quotient automaton by that partition is irreducible in $L$. This comes from the fact that the accepting paths of $a^3$ in $\mathcal{U}$ and the pairs $(\lambda, a^2)$, $(\lambda, a^3)$, $(a, a^2)$ do not reach the same state in $\mathcal{U}$. Thus, the only irreducible automata for the sample $\{a^3, a^4\}$ are shown in Fig. 5, and all of them accept the target language $a^2a^*$.}

**Theorem 15.** Let $L$ be a regular language and let $D_+$ be a universal sample for $L$. Let $\mathcal{M}(D_+)$ be the maximal automaton for $D_+$, and let $\pi$ be any partition of the states of $\mathcal{M}(D_+)$ such that $\mathcal{M}(D_+)/\pi$ is irreducible in $L$. Then $L(\mathcal{M}(D_+)/\pi) = L$.

**Proof.** As $\mathcal{M}(D_+)/\pi$ is irreducible in $L$, by Proposition 4, $\mathcal{M}(D_+)/\pi$ is isomorphic to a subautomaton of $\mathcal{U}$. As $D_+$ is universal for $L$, then $L(\mathcal{M}(D_+)/\pi) = L$.

Given a regular language $L$ and a finite positive sample $D_+ \subseteq L$, determining whether or not a partition $\pi$ of the states of $\mathcal{M}(D_+)$ makes the quotient automaton $\mathcal{M}(D_+)/\pi$ be an irreducible automaton in $L$ requires prior knowledge of $\mathcal{L}$. This language might be infinite. In the following, we will show that a finite subset of $\mathcal{L}$ will be enough to determine the irreducibility of $\mathcal{M}(D_+)/\pi$.

**Proposition 16.** Given a finite set $D_+ \subseteq L$, there exists a finite set $D_- \subseteq \mathcal{L}$ such that, if $\pi$ is a partition of the set of states of $\mathcal{M}(D_+)/\pi$ be irreducible in $\mathcal{D}_-$, then $\mathcal{M}(D_+)/\pi$ is irreducible in $L$.

**Proof.** Merging two states $p$ and $q$ of any automaton means establishing a partition in its set of states where one of the blocks contains exactly $p$ and $q$ and the rest of the blocks are singletons. Let $p$ and $q$ be any two states of $\mathcal{M}(D_+)$ with the condition that $L(\text{merge}(\mathcal{M}(D_+), p, q)) = L \neq \emptyset$. To avoid this merge, it is sufficient to add any word belonging to
Let $D_-$ be a universal sample for $L$. There exists a finite set $D_-$ such that any partition $\pi$ of the set of states of $\text{MA}(D_+)$ that is irreducible in $\overline{D_-}$ verifies that $L(\text{MA}(D_+)/\pi) = L$.

The following example will help to understand the previous statement:

**Example 18.** Let $L$ be the language denoted by the regular expression $a(bb^*a)^*$ and let $D_+ = \{a, aba\}$. The maximal automaton $\text{MA}(D_+)$ is shown in Fig. 7.

States 1 and 2 cannot be merged since the resulting automaton would recognize words in $\overline{L}$. For example, the word $\lambda$ added to $D_-$ would prevent that merge. Proceeding this way with all the pairs of states, the (non unique) set $D_- = \{\lambda, aa, ab, ba\}$ can be built.

With this set, $\lambda$ avoids the merging of $(1, 2), (1, 6), (2, 3)$ and $(3, 6)$; $aa$ avoids the merging of $(1, 4)$ and $(2, 5)$; $ab$ avoids the merging of $(5, 6)$ and $ba$ avoids the merging of $(3, 4)$. Any partition $\pi$ that contains both states in one of these pairs in the same block would make $\text{MA}(D_+)/\pi$ not to be irreducible in $L$.

Partitions $\pi_1 = \{1, 3, 5\},\{2, 4, 6\}$ and $\pi_2 = \{1, 3\},\{2, 6\}\{4, 5\}$ are examples of partitions that are irreducible in $\overline{D_-}$ and therefore in $L$. Fig. 8 shows the quotient automata obtained for $\pi_1$ and $\pi_2$. Note that they do not recognize the target language. This is due to the fact that $D_-$ is not a universal sample (which is easily seen from the universal automaton for the language, see Fig. 17(b)). Therefore, the merging of states in $\text{MA}(D_+)$ only guarantees obtaining a subset of the target language and not the target language itself.

Let $D_-$ be a universal sample for $L$, and let $D_-$ be a finite set that guarantees that any partition in the states of $\text{MA}(D_+)$ gives an automaton that recognizes $L$. If we add new words of $L$ to the set $D_-$, the new set continues to be a universal sample for $L$, but $D_-$ may not guarantee that any partition in the maximal automaton of the new $D_-$ still accepts $L$. This fact will be reflected in the OIL Algorithm that is presented in Section 4. To better understand this fact, we present the following example:

**Example 19.** Let $L = a^* + b^*$. The set $D_+ = \{\lambda, a, b, aa, bb, aaa, bbb\}$ is universal for $L$ and $D_- = \{ab, ba, abb, bba, abbb, bbba\}$ is such that for any partition in $\text{MA}(D_+)$ that is irreducible in $\overline{D_-}$, the quotient automaton with respect to that partition accepts $L$. Let us suppose that the chosen partition gives the automaton shown in Fig. 9(a).

If we add the word $bbba$ to $D_+$, keeping $D_-$ as it was, there should be an irreducible partition in $\overline{D_-}$ that could give the automaton shown in Fig. 9(b).

To avoid this possibility, a word, let us say $abbbb$, must be added to $D_-$. Note that for any $b^n$ added to $D_+$, we need to add at least $ab^n$ to the set of negative samples.

### 4. A family of order-independent merging-state NFA learning algorithms

Based on the above definitions and theorems we propose the OIL (Order Independent Learning) family of algorithms, that is described in Algorithm 1. We will prove that this algorithm identifies the family of regular languages in the limit.

When a set of blocks of positive and negative samples for the target language $L$ is input to the algorithm, an automaton that recognizes $L$ in the limit is obtained. Note that a block may contain just a single word, so the algorithm is presented here in a very general way.
Algorithm 1 OIL

**Require:** A sequence of blocks \((D_1^{(1)}, D_1^{(1)}), (D_2^{(2)}, D_2^{(2)}), \ldots, (D_n^{(n)}, D_n^{(n)})\).

**Ensure:** An irreducible automaton consistent with the sample (recognizes the target language in the limit).

1: **STEP 1:**
2: Build \(M_A(D_1^{(1)})\);
3: \(D_- = D_1^{(1)}\);
4: Find a partition \(\pi\) of the states of \(M_A(D_1^{(1)})\) such that \(M_A(D_1^{(1)})/\pi\) is irreducible in \(D_-\).
5: **STEP \(i + 1:**
6: Let \(\mathcal{A} = (Q, A, \delta, I, F)\) be the output of the algorithm after processing the first \(i\) blocks, for \(i \geq 1\).
7: \(D_- = D_- \cup D_{(i+1)}^-\).
8: if \(\mathcal{A}\) is consistent with \((D_1^{(i+1)}, D_1^{(i+1)}^-)\) then
9: Go to **Step \(i + 2.**
10: end if
11: if \(\mathcal{A}\) is consistent with \((D_1^{(i+1)}, D_1^{(i+1)}^-)\) then
12: \(D_{(i+1)}^+ = D_{(i+1)}^+ - L(\mathcal{A});\)
13: Build \(M_A(D_{(i+1)}^+); \quad \text{[/}]M_A(D_{(i+1)}^+); = (Q', A, \delta', I', F')/\]
14: \(\mathcal{A}' = (Q \cup Q', A, \delta \cup \delta', I \cup I', F \cup F');\)
15: Find a partition \(\pi\) of \(Q \cup Q'\) such that \(\mathcal{A}'/\pi\) is irreducible in \(D_-\).
16: \(\mathcal{A} = \mathcal{A}'/\pi;\) Go to **Step \(i + 2.**
17: end if
18: if \(\mathcal{A}\) is not consistent with \((D_1^{(i+1)}, D_1^{(i+1)}^-)\) then
19: Run OIL with input \(((D_1^{(1)}, D_-), (D_2^{(2)}, D_-), \ldots, (D_{(i+1)}^+, D_-))\)
20: Go to **Step \(i + 2.**
21: end if
22: Return \(\mathcal{A}\)

The method starts building the maximal automaton for \(D_1^{(1)}\) and merges the states in a random order until the algorithm obtains an irreducible automaton in \(D_1^{(1)}\).

The algorithm performs the following steps for every new block:

1. If the existing automaton is consistent with the new block, nothing has to be done.
2. If it is consistent with the new set of negative samples, the algorithm deletes the superfluous positive words (i.e., those that are accepted by the previous hypothesis). Then it builds the maximal automaton for the new set of positive words, adds the new negative words to \(D_-\) and finds a partition of the states of the automaton until an irreducible automaton in \(D_-\) is obtained.
3. Otherwise the algorithm runs itself taking into account the whole set of negative samples at every step. This part of the algorithm (lines 18–21) overcomes the fact that, even though we may have a universal sample, the negative samples may not lead to consistency.

4.1. Example of a run

The algorithm has been presented in a very general way, as there are many possible ways of obtaining a partition of a set of states (lines 4 and 15 of the algorithm). One implementation of this algorithm can be done by ordering the states in \(M_A(D_1^{(1)})\) randomly (from 1 to \(N_1\), with \(N_1\) being the number of states of \(M_A(D_1^{(1)})\)) and merging the states in that order so
that an irreducible automaton in $D_-$ is obtained. At every step of the algorithm, it has to erase the words of the new block that are already accepted by the current hypothesis and merge the states of the maximal automaton of the rest of the words according to a random ordering. If the current hypothesis is not consistent with the new block of positive samples, it has to be run again taking into account the whole set of negative samples seen so far. The following example illustrates this implementation.

Let $L = a^* + b^*$ and let the input sample be divided into the following blocks: $D_+^{(1)} = \{a, b^2, a^2\}$, $D_-^{(1)} = \{ab, b^2a\}$, $D_+^{(2)} = \{b, a^3\}$, $D_-^{(2)} = \{a^2b, a^2b, a^3\}$, $D_+^{(3)} = \{\varepsilon, b^3, a^4\}$ and $D_-^{(3)} = \{ab^2, ba\}$.

The OIL algorithm starts considering the first block $(D_+^{(1)}, D_-^{(1)})$. The maximal automaton $MA(D_+^{(1)})$ for this block is shown in Fig. 10, in which we have randomly sorted the states.

Next, OIL makes all the possible merges following the established order under the control of $D_-^{(1)}$. It merges 1 with 2, 1 with 3, 1 with 4, 1 with 6 and 1 with 7. Note that 1 cannot be merged with 5 (it would accept $b^2a \notin D_+^{(1)}$) and neither 1 and 8, nor 5 and 8 can be merged for a similar reason. The algorithm obtains the automaton shown in Fig. 11, which is irreducible with respect to $D_+^{(1)}$ and $D_-^{(1)}$.

Once the first hypothesis has been obtained, the algorithm starts processing the second block. The maximal automaton for $D_+^{(2)}$ with the randomly numbered states (starting with $N_1 + 1$, where $N_1$ is the number of states of $MA(D_+^{(1)})$) is shown in Fig. 12.

Once the new maximal automaton has been constructed, it has to be checked for consistency with the current hypothesis. At this point, the automaton shown in Fig. 11 is consistent with the negative samples $D_-^{(2)} = \{a^2b, a^2b\}$ and since this automaton accepts $a^3$, this portion of the maximal automaton must be eliminated and the rest is incorporated to the hypothesis, which is $D_+^{(2)'} = \{b\}$. The resulting automaton is shown in Fig. 13.

Now, the algorithm will try to merge the states in this order, controlled by the set of negative samples $D_- = D_+^{(1)} \cup D_-^{(2)}$, that is $D_- = \{ab, b^2, a^2b, a^3b\}$. Therefore the merges made at this point are 1 with 12 and 5 with 10. Note that merging 1 with 10 would cause the negative sample $ab$ to be accepted. These merges give the second hypothesis, which is depicted in Fig. 14.
Fig. 14. The second hypothesis given by OIL, after considering the first two blocks.

Fig. 15. $MA(D^3_+)$ with randomly numbered states.

Fig. 16. Final hypothesis output by OIL.

Now, to start processing the third block of samples, OIL builds the maximal automaton and randomly extends the enumeration of the states. The automaton is shown in Fig. 15. It then checks the third block of the sample for consistency with the current hypothesis (Fig. 14).

As there are now negative samples (for example $ab^2$) accepted by the hypothesis, the algorithm must process the positive samples $D_+^{(1)} \cup D_+^{(2)} \cup D_+^{(3)}$ again. This process is controlled by the whole set of negative samples, that is, $D_- = \{ab, ab^2, a^2b, a^3b, ab^2, ba\}$. At this point, the algorithm uses the former enumeration of the states in the maximal automaton.

Now, states 1 and 2 cannot be merged since the resulting automaton would accept $ab^2$, 1 and 5 cannot be merged either since $b^2a$ would be accepted. States 1 and 3, 1 and 4, 1 and 7, 2 and 5, and finally 2 with 8 are merged, outputting the automaton shown in Fig. 16, which recognizes the target language.

4.2. Convergence and complexity of the OIL algorithm

**Proposition 20.** The OIL algorithm identifies the family of regular languages in the limit.

**Proof.** Let $L$ be a language. Let $(D_+^{(1)}, D_-^{(1)}), (D_+^{(2)}, D_-^{(2)}), \ldots$ be a complete presentation of $L$ in blocks. There exists $n \geq 0$ such that $D_+ = \bigcup_{i=1}^{n} D_+^{(i)}$. As $D_+$ is a universal sample, there exists (Proposition 16) a finite subset of negative samples of $L$ that avoids any undesired merging of states of $MA(D_+)$. 

As the sequence of blocks is, in fact, a complete presentation of $L$, the set of negative samples that is needed to prevent undesired mergings will appear after processing the $m$ blocks, for some $m \geq n$. Let $D_-$ be the set $\bigcup_{i=1}^{m} D_-^{(i)}$. Note that, after processing the first $n$ blocks, the algorithm will output an automaton that recognizes $L$ if it has been supplied with enough negative samples.

If convergence has not been reached before processing the block $(D_+^{(m)}, D_-^{(m)})$, the current automaton will accept words that are not in $L$ and thus, it is not consistent with $D_-$. The algorithm then processes all the blocks up to the $m$-th block, but using $D_-$ instead of $D_+^{(i)}$. In this case, the algorithm will converge after processing the $n$-th block. \[\square\]

If $n$ is the number of blocks that the input is divided into and $|D_+|$ (resp. $|D_-|$) is the sum of the lengths of the positive (resp. negative) samples, the algorithm runs in $O(|D_+|^2|D_-|n^2)$.

The following example shows that different orderings of the states in the maximal automaton of the sample may lead to different final hypotheses.
4.3. Example

Let \( L = a(bb^*a)^* \), that is, the set of words over \( \{a, b\} \) that begin and end with \( a \) and do not contain the segment \( aa \). The minimal deterministic finite automaton that recognizes \( L \) is shown in Fig. 17(a), whereas the universal automaton for \( L \) is shown in Fig. 17(b).

When running the algorithm with different random orderings of the states to be merged, we have obtained the automata shown in Fig. 18. Note that all the outputs are subautomata of the universal automaton for the target language. The experiments were done with enough words (of a maximum length of 18) with increments of 1000 words in each step. The experiment was run 5 times.

5. Conclusions

We have developed an algorithm that, on input of a complete sample, infers the class of regular languages in the limit. The generalization is obtained by merging states in the maximal automata of the sample. One of the main features of the algorithm is that the convergence takes place independently from the order in which the states are merged.

This fact permits the use of additional information to establish a particular order for the merges. It also permits several parallel runs of the algorithm to be done, so that external criteria (like the size of the automaton, or prior knowledge of the task) can be used to determine the output of the algorithm.

To prove the convergence of the algorithm we have used the concept of universal automaton of a language, which may become a useful tool in this area.

We hope that the general way in which this algorithm has been described will allow researchers to prove the convergence of future heuristics and similar algorithms to be developed for specific tasks. We are working to extend our results to prove the convergence of algorithms of this type independently of the method used to generalize the sample and output the hypotheses.
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