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BAD GOOD 
GOOD BAD NEUTRAL 

EXCELLENT VERY BAD FAIR GOOD POOR 

 Ordinal regression (OR) 
 Number of bins vary from training to deployment 
 Analyse models in a range of contexts (number of bins) 
 Sentiment analysis 
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 Addressing the problem of considering different 
number of sentiment categories in a real-valued 
sentiment analysis approach. 

 Running example for a real application problem. 
◦ New hybrid method that combines several regression techniques. 

◦ Apply this methodology to a wide range of regression datasets. 

 Analyse how a regression model is reused for a 
range of contexts  Context plots. 
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1. Given a regression dataset, we divide it into training and 
validation subsets. Several models are trained. 

2. Different number of bins according to the operating 
context are added to the validation data following an 
equal-width setting for the bins. 

3. Models are then evaluated on the validation subset for 
each bin and the dominant method for each number of 
bins is identified. 

4. In deployment time and with different data, the best model 
for that number of bins is applied. 
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 Measure for multiclass classification problems for 
which there is an inherent order between the classes. 

 AMAE (average MAE) in the literature. 
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 Adapt a regression model 
to several contexts. 

 Each context is defined by 
the number of bins in 
which we want to classify 
the deployment data. 
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 Problem of considering different 
number of sentiment categories in a 
real-valued sentiment analysis. 

 Real-world dataset of reviews of 
films labelled with scores on a 91 
point scale (1.0;10.0;0.1). 
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 APC = area under the 
curve constructed by 
plotting the performance 
measure mD. 
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Regression techniques: 

 Regression tree (RegrTree) 
 Linear regression (LinearRegression) 
 Support vector machine (SMOreg) 
 K nearest neighbour (IBk) 
 ZeroR 

Dataset  50% training, 25% validation, 25% test. 
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 25 regression datasets and 5 regression techniques 
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 Table shows mD 
values normalised by 
the ZeroR method. 

 Hybrid approach 
shows a very similar 
performance to the 
best algorithm. 

 Ftest stands for the 
average rankings of 
Friedman test. 
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◦ Summary of the Wilcoxon test.  •�= the method in the row improves the method in the 
column. � ο= the method in the column improves the method in the row. Upper diagonal of 
level significance = 0:9, Lower diagonal level of significance = 0:95. 
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 Consider different number of sentiment categories in 
real-valued sentiment analysis dataset. The number of 
categories is only known at deployment. 

 We have extended their approach with a new hybrid 
method and by applying this methodology to a wide 
range of regression datasets. 

 Use of context plots + Regression to binarisation idea. 

 Exploring this approach for a equal-frequency binning. 
 Improving the discretisation process. 



Thank you 
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