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 Combine the predictions of the K nearest 
stations (1:200) to the target stations 
(201:275) using the Euclidean distance. 

 Distances between stations are also used to 
weight  the predictions. 

 Apply the best model from observed stations 
(1:200) in terms of MAE using the one-
month training data. 
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 The same approach with different K values 
were submitted to the 1st leaderboard. 
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 Combine the predictions of the stations 
(1:200) that are 700m far (at the most) using 
the Euclidean distance. 

 Select the best model (1:200) in terms of 
MAE for the same time and weekday than 
the station to predict. 

 Sundays and holidays have an especial 
treatment. 
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